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Abstract. We consider the linear quadratic differential games for positive linear
systems with the feedback information structure in the general case. Recently, several
iterative methods to obtain the stabilizing solution of a corresponding set of Riccati
equations are described in the literature - the Newton method and its accelerated
modification and the Lyapunov type iterative methods, which are applied to the game
with two players. Here we extend the Lyapunov type iterative methods to compute the
Nash equilibrium point to an N-player game. The sufficient conditions for convergence
of the proposed methods are derived. The performances of the proposed algorithm
are illustrated on some numerical examples.
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1 Introduction

Many situations in economics, management, industry are characterized by decision makers
(players) [3, 7]. Moreover, the linear quadratic differential games for positive systems have
attracted considerable research interest [1, 2, 4]. We consider the linear quadratic differential
games for positive systems, i.e. it is a special class of dynamic games, where the performance
index is modeled by a quadratic function and the process is described by a linear differential
equation with a positive solution.

Theory and algorithms based on the Nash feedback equilibria approach for finding the
Nash equilibria are given in [5]. Based on the established Newton method in [2] we have
extended the Newton method [12] to compute the Nash feedback equilibrium for linear
quadratic differential games for positive systems with N players. In our previous papers
[9, 10] we have considered Lyapunov type iterative methods to compute the Nash feedback
equilibrium for linear quadratic differential games for positive systems with two players.

The infinite time horizon nonzero-sum linear quadratic (LQ) differential games of stochas-
tic systems governed by Itôs equation with state and control-dependent noise is discussed
in [13]. Authors have been presented necessary and sufficient conditions for the existence
of the Nash strategy by means of four coupled stochastic algebraic Riccati equations. The
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problem of stochastic Nash differential games of Markov jump linear systems governed by
Itô-type equation is investigated in [14]. Authors have been derived a necessary and suf-
ficient condition for the existence of the Nash strategy by means of a set of cross coupled
stochastic algebraic Riccati equations.

In this paper we extend the Lyapunov type iterative methods [9, 10] and apply them
for finding the Nash feedback equilibrium for linear quadratic differential games on positive
systems with N players. Since the the Nash feedback equilibrium is presented via the
stabilizing solution of the associated coupled Riccati equations, we develop our approach to
compute the stabilizing solution of a set of coupled set of Riccati equations.

Let us to introduce the game. The objective of player i (i = 1, . . . , N) is defined as
maximization of the own cost function, the latter being a quadratic functional Ji defined
as follows

Ji(F1, . . . , FN , x0) =

∫ ∞
0

xT

Qi +

N∑
j=1

F T
j Rij Fj

x dt , (1)

where Qi and Rij are symmetric matrices with Qi ∈ Rn×n and Rij ∈ Rmj×mj and i, j =
1, . . . , N . The following additional requirements on the matrices are imposed:

(a) the matrices Qi and Rij , (i 6= j) are symmetric and nonnegative;
(b) the matrix Rii is negative definite and R−1ii is nonpositive, i = 1, . . . , N ;
(c) the matrices F1, . . . , FN belong to the set F of matrices:

F = {F = (F1, . . . , Fn) such that Fj ∈ Rmj×n andA+
N∑
j=1

Bj Fj is asymptotically stable} .

The game is defined on the following dynamic system

ẋ = Ax+

N∑
j=1

Bj uj , x(0) = x0 (2)

where x is a state vector, x0 ∈ Rn×1 , A ∈ Rn×n , Bj ∈ Rn×mj and uj is a control vector,
chosen by player j, j = 1, . . . , N . The controls uj are of the type uj = Fjx and Fj ∈ Rmj×n.

The above N-player infinite-horizon linear-quadratic differential game is applied to a
positive system defined by (2). For this purpose, we introduce a definition as well as some
facts and notations for nonnegative matrices and positive systems with the text that follows.

Definition 1 The system (2) is said to be positive if for all initial nonnegative x0 and for
nonnegative controls uj , j = 1 . . . , N , the state trajectory x(t) takes only nonnegative values.

Let us introduce some notations we are used in the paper. Rn×s stands for n × s
real matrices. The inequality X < 0 (X � 0) means that all elements of the matrix (or
vector) X are real nonnegative (positive) and we call the matrix X nonnegative (positive).
For the matrices A = (aij), B = (bij), we write A < B , (A � B) if aij ≥ bij(aij > bij)
hold for all indexes i and j. The notation X < Y with X = (X1, . . . , XN ) means that
Xi < Yi , i = 1, . . . , N . A matrix A is called asymptotically stable (or Hurwitz) if the
eigenvalues of A have a negative real part. A symmetric matrix A is called positive definite
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(semidefinite) matrix if all eigenvalues are positive (nonnegative). An n × n matrix A is
called a Z-matrix if it has nonpositive off-diagonal entries. Any Z-matrix A can be presented
as A = αI−N with N being a nonnegative matrix, and it is called a nonsingular M-matrix
if α > ρ(N), where ρ(N) is the spectral radius of N . In addition, a matrix is called
nonnegative (nonpositive) if all of its entries are nonnegative (nonpositive).

We would further use the following well-known property of positive systems (see [6]).

Proposition 2 The system (2) is positive if and only if Bj , j = 1, . . . , N are nonnegative
matrices and the matrix −A is a Z-matrix.

To be specific, it is necessary to introduce the following equilibrium definition:

Definition 3 An N -tuple of matrices F∗ = (F ∗1 , . . . , F
∗
N ) is called a deterministic feedback

Nash equilibrium on the positive system (2) if the following inequalities hold:

Ji(F
∗
1 , . . . , F

∗
N , x0) ≥ Ji(F ∗1 , . . . , F ∗i−1, Fi, F

∗
i+1, . . . , F

∗
N , x0) , i = 1, . . . , N ,

for all initial nonnegative states x0, all Fi ∈ Rmi×n such that (F ∗1 , . . . , F
∗
i−1, Fi, F

∗
i+1, . . . , F

∗
N )

∈ F and nonnegative strategies ui = Fix, (Fi < 0), i = 1, . . . , N .

Then, the deterministic feedback Nash equilibrium strategy is u∗i = F ∗i x(t) for player
i, where i = 1, . . . , N . Moreover, the state x(t) is a solution to the following equation:

ẋ =

A+
N∑
j=1

Bj F
∗
j

 x , x(0) = x0 < 0 , x ∈ [0,∞) .

Definition 3 suggests that every player wants to maximize their utility function Ji(F, x0).

2 Iterative methods

A deterministic feedback Nash equilibrium exists if and only if there exist N real symmetric
n× n solutions X∗i to the following set of equations (i=1,. . . , N):

0 = Ri(X) := −AT Xi −XiA−Qi +Xi SiXi

+
∑

j 6=i (Xi Sj Xj +Xj Sj Xi −Xj Sij Xj) ,
(3)

with the matrix A−
∑N

j=1 Sj X
∗
j is asymptotically stable. Moreover, the N-tuple of feedback

matrices (F ∗1 , . . . , F
∗
N ) with F ∗i = −R−1ii B

T
i X

∗
i is a deterministic feedback Nash equilibrium

and
Ji(F

∗
1 , . . . , F

∗
N , x0) = xT0 X

∗
i x0 , i = 1, . . . , N.

Here, the matrix coefficients Si and Sij are Si = BiR
−1
ii BT

i ; Sij = Bj R
−1
jj Rij R

−1
jj B

T
j , i, j =

1, . . . , N, i 6= j . Note that Si 4 0, i = 1, . . . , N , Sij < 0, i, j = 1, . . . , N , i 6= j in this in-
vestigation.

The matrix Y is a stabilizing solution to (3) if the matrix A−
∑N

j=1 Sj Yj is asymptot-
ically stable.
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The set of Riccati equations (3) should be solved so as to find a deterministic feedback
Nash equilibrium point. The latter system is equivalent to a system ofNn(n+1)/2 quadratic
scalar equations in Nn(n + 1)/2 real scalar unknowns. Hence, at most (Nn(n + 1)/2)2

different solutions exist and the stability condition for each of them should be verified [11].
The Newton method is given by the formula [8] (i = 1, . . . , N):

−A(k)TX
(k+1)
i −X(k+1)

i A(k) +
∑
j 6=i

[
W

(k)
ij X

(k+1)
j +X

(k+1)
j W

(k)
ij

T
]

= Q
(k)
i , (4)

where

A(k) = A−
∑

j Sj X
(k)
j , W

(k)
ij = X

(k)
i Sj −X(k)

j Sij , i, j = 1, . . . , N ,

Q
(k)
i = Qi +X

(k)
i SiX

(k)
i +

∑
j 6=i[X

(k)
i SjX

(k)
j +X

(k)
j SjX

(k)
i −X(k)

j SijX
(k)
j ] .

(5)

The set of matrix equations (4) is equivalent to the linear system:

L(k) vec(X
(k+1)
1 , . . . , X

(k+1)
N ) = vec(Q

(k)
1 , . . . , Q

(k)
N ) ,

where

L(k) =
(
L
(k)
ij

)N
i,j=1

=

 L
(k)
ii = −In ⊗A(k)T −A(k)T ⊗ In

L
(k)
ij = −In ⊗W (k)

ij

T
−W (k)

ij

T
⊗ In, i 6= j .

(6)

The convergence properties of iterative method (4)-(5) are established in Theorem 2.3
[8].

In addition, the accelerated Newton method is presented in the same paper:

−A(k)TX
(k+1)
i −X(k+1)

i A(k) = Q̃
(k)
i , i = 1, . . . , N , (7)

where

Q̃
(k)
i = Q

(k)
i −

∑
j<i

[
W

(k)
ij X

(k+1)
j +X

(k+1)
j W

(k)
ij

T
]

−
∑

j>i

[
W

(k)
ij X

(k)
j +X

(k)
j W

(k)
ij

T
]
.

(8)

In Theorem 2.5 [8] the convergence properties of the accelerated Newton method for a
N-player differential game, where the information structure of each player is of a feedback
patten are derived. In order to improve the Newton method we introduce the Lyapunov
iterative process, where the sequences of Lyapunov algebraic equations are constructed.

We put X
(k)
j instead of X

(k+1)
j in the first equation of (4). We obtain a new iterative

method named the Lyapunov method:

−A(k)TX
(k+1)
i −X(k+1)

i A(k) = Q̂
(k)
i , i = 1, . . . , N , (9)

where

Q̂
(k)
i = Q

(k)
i +X

(k)
i SiX

(k)
i +

∑
j 6=i [X

(k)
j SijX

(k)
j ] . (10)

In our investigation we exploit the fact that the following statements are equivalent for
a Z-matrix (-A):
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(a) −A is a nonsingular M-matrix;
(b) In ⊗ (−AT ) + (−AT )⊗ In is a nonsingular M-matrix;
(c) A is asymptotically stable .
In addition, the following identity is true [8]:

Ri(X) = Ri(Z,X) := −AZ
T Xi −XiAZ −Qi − Zi Si Zi

+(Xi − Zi)Si(Xi − Zi)

+
∑

j 6=i [(Xj − Zj)Sj Xi +Xi Sj(Xj − Zj)]−
∑

j 6=iXj Sij Xj ,

(11)

where AZ = A−
∑

j Sj Zj , Zi = ZT
i , i = 1, . . . , N .

We extend the results derived for nonnegative matrices in Lemma 1.3 from [8] in the
following statement:

Lemma 4 For a matrix A ∈ Rn×n such that (-A) is a Z-matrix, the following statements
are equivalent:

(i) −A is a nonsingular M-matrix;
(ii) for any nonnegative symmetric Q ∈ Rn×n the Lyapunov equation −ATX−XA = Q

has a unique nonnegative solution X ;
(iii) there exists nonnegative Q0 = QT

0 such that the equation −ATX −XA = Q0 has a
nonnegative solution X0 .

Proof: (i)→ (ii) AssumeA is asymptotically stable and -A is a Z-matrix. Then (−AT )⊗In+
In⊗(−AT ) is a nonsingular M-matrix and vec(X) = [(−AT )⊗In+In⊗(−AT )]−1 vec(Q) � 0
when Q is nonnegative. Thus (i) implies (ii).

(ii)→ (iii) The proof is obvious because (iii) is a special case of (ii).
(iii)→ (i) Let us consider Xε = X0 +εEn, where X0 is the solution of −ATX−XA = Q

and En ∈ Rn×n is the matrix with all its elements equal with 1. Then Xε � 0 for any ε > 0,
because X0 < 0 . One obtains that Xε solves the Lyapunov equation −ATXε−XεA = Qε,
where Qε = Q0 − ε(ATEn + EnA). Since Q0 � 0 there exists ε0 > 0 such that Qε � 0
for any ε ∈ (0, ε0]. Further on, [(−AT ) ⊗ In + In ⊗ (−AT )] vec(Xε) = vec(Qε) � 0. Thus,
(−AT )⊗ In + In ⊗ (−AT ) is a nonsingular M-matrix and (i) holds.

Remark 5 Often in the applications one may show that there exists a Q0 � 0 such that a
Lyapunov equation −ATX − XA = Q0 has a nonnegative solution X0 without being able
to prove that X0 � 0. The implication (iii) → (i) from the above lemma shows that this
allows us to conclude that (−A) is a nonsingular M-matrix, which is equivalent to the fact
that A is a Hurwitz matrix. The condition X0 � 0 cannot be relaxed to Q0 < 0. This
can be seen from the following example: A = diag[−1, 1] , Q0 = diag[2, 0]. The equation
−ATX − XA = Q0 has the solution X0 = diag[1, 0] < 0 but A is not a Hurwitz matrix.
That is way we introduce the assumption of Ri(X̂1, . . . , X̂N ) � 0 in the next theorem.

Lemma 6 If there exist the symmetric nonnegative matrix X̂ = (X̂1, . . . , X̂N ) and a num-
ber i0 , 1 ≤ i0 ≤ N such that Ri0(X̂) � 0 then (−A) is a nonsingular M-matrix.
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Proof: Consider equation (3) with Xi replaced by X̂i:

−AT X̂i − X̂iA = Q̂i

where Q̂i = Ri(X̂)+Qi−X̂i Si X̂i−
∑

j 6=i [X̂i Sj X̂j+X̂j Sj X̂i−X̂j Sij X̂j ] . SinceRi0(X̂) � 0
we have Qi0 � 0. Moreover, applying the implication (iii) → (i) from Lemma 4 in the case
of the equation −AT X̂i0 − X̂i0 A = Q̂i0 we obtain that (−A) is a nonsingular M-matrix.

The convergence properties of the Lyapunov iteration (9)-(10) are established in the
following theorem:

Theorem 7 Assume there exist symmetric nonnegative matrices X̂1, . . . , X̂N and X
(0)
1 =

. . . = X
(0)
N = 0 and a number i0 , 1 ≤ i0 ≤ N such that Ri0(X̂1, . . . , X̂N ) � 0. Then, the

matrix sequences {X(k)
1 , . . . , X

(k)
N }∞k=0 defined by (9)-(10) satisfies:

(i) X̂i < X
(k+1)
i < X

(k)
i and Ri(X

(k)
1 , . . . , X

(k)
N ) 4 0 for i = 1, . . . , N , k = 0, 1, . . .;

(ii) The matrix (−A(k)) is a nonsingular M-matrix for k = 0, 1, . . .;

(iii) The matrix sequences {X(k)
1 , . . . , X

(k)
N }∞k=0 converge to the nonpositive solution

X̃1, . . . , X̃N to the set of Riccati equations (3) with X̃i 4 X̂i and the matrix Ã = A −∑
j Sj X̃j is asymptotically stable.

Proof: Under assumption Ri(X̂1, . . . , X̂N ) � 0 and Lemma 6 we conclude that (−A) is a
nonsingular M-matrix. Using iteration (9) we construct the matrix sequences

X
(1)
1 , . . . , X

(1)
N ;X

(2)
1 , . . . , X

(2)
N ; , . . . , X

(r)
1 , . . . , X

(r)
N .

We will prove by induction the following statements for r = 0, . . .:

(A) Ri(X
(r)
1 , . . . , X

(r)
N ) 4 0, i = 1, . . . , N and the matrix (−A(r)) is an M-matrix;

(B) X
(r+1)
i < X

(r)
i , i = 1, . . . , N ;

(C) X̂i < X
(r+1)
i , i = 1, . . . , N .

Assume that Ri(X
(k−1)
1 , . . . , X

(k−1)
N ) 4 0 and the matrix (−A(k−1)) is a nonsingular M-

matrix and X̂i < X
(k)
i < X

(k−1)
i , i = 1, . . . , N . We will prove the statements (A)-(B)-(C)

for r = k.
First, we would prove Ri(X

(k)
1 , . . . , X

(k)
N ) 4 0, i = 1, . . . , N and (−A(k)) is a nonsingular

M-matrix. Secondly, we would compute X
(k+1)
1 , . . . , X

(k+1)
N as a unique solution of (9).

Third, we would prove that X̂i < X
(k+1)
i < X

(k)
i , i = 1, . . . , N .

Using identity (11) for Ri(X
(k)
1 , . . . , X

(k)
N ) we present

Ri(X
(k)
1 , . . . , X

(k)
N ) = Ri(X

(k−1)
1 , . . . , X

(k−1)
N , X

(k)
1 , . . . , X

(k)
N )

= −Ak−1
T X

(k)
i −X(k)

i Ak−1 −Qi −X(k−1)
i SiX

(k−1)
i

+(X
(k)
i −X(k−1)

i )Si(X
(k)
i −X(k−1)

i )

+
∑

j 6=i [(X
(k)
j −X(k−1)

j )Sj X
(k)
i +X

(k)
i Sj(X

(k)
j −X(k−1)

j )]−
∑

j 6=iX
(k)
j Sij X

(k)
j .

However, we know

−A(k−1)TX
(k)
i −X(k)

i A(k−1) −Qi −X(k−1)
i SiX

(k−1)
i = +

∑
j 6=iX

(k−1)
j SijX

(k−1)
j .
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We obtain

Ri(X
(k)
1 , . . . , X

(k)
N ) = −

∑
j 6=i

(
X

(k−1)
j Sij(X

(k)
j −X(k−1)

j ) + (X
(k)
j −X(k−1)

j )Sij X
(k)
j

)
+(X

(k)
i −X(k−1)

i )Si(X
(k)
i −X(k−1)

i )

+
∑

j 6=i [(X
(k)
j −X(k−1)

j )Sj X
(k)
i +X

(k)
i Sj(X

(k)
j −X(k−1)

j )] .

Since Si 4 0, i = 1, . . . , N, Sij < 0, i, j = 1, . . . , N, j 6= i and hence, together with

X
(k)
i < X

(k−1)
i < 0, i = 1, . . . , N we infer that Ri(X

(k)
1 , . . . , X

(k)
N ) 4 0 , i = 1, . . . , N .

Next, we will prove that −A(k) is a nonsingular M-matrix. We consider the difference

Ri(X
(k)
1 , . . . , X

(k)
N )−Ri(X̂1, . . . , X̂N )

= Ri(X
(k)
1 , . . . , X

(k)
N )−Ri(X

(k)
1 , . . . , X

(k)
N , X̂1, . . . , X̂N )

we derive

−A(k)T (X
(k)
i − X̂i)− (X

(k)
i − X̂i)A

(k) = T
(k)
i , (12)

and

T
(k)
i := Ri(X

(k))−Ri(X̂) + (X̂i −X(k)
i )Si(X̂i −X(k)

i ) + (X̂i −X(k)
i )Si(X̂i −X(k)

i )

−
N∑
j 6=i

[X̂j Sij (X̂j −X(k)
j ) + (X̂j −X(k)

j )Sij X
(k)
j ]

+
∑
j 6=i

[(X̂j −X(k)
j )Sj X̂i + X̂i Sj(X̂j −X(k)

j )] .

Since Ri(X̂1, . . . , X̂N ) � 0,Ri(X
(k)
1 , . . . , X

(k)
N ) 4 0 and Si 4 0, i = 1, . . . , N and

X̂j Sij (X̂j −X(k)
j ) < 0, (X̂j −X(k)

j )Sij X
(k)
j < 0, and hence, together with X̂ < X(k) < 0

we infer that the right hand of the above identity is nonpositive, i.e. T
(k)
i ≺ 0, i = 1, . . . , N .

Applying the implication (iii)→ (i) from Lemma 4 in the case of equation (12) we conclude
that the matrix −A(k) is a nonsingular M-matrix.

Thus, we can apply the recursive equation (9) to find the matrix X
(k+1)
1 , . . . , X

(k+1)
N .

We will prove X̂i < X
(k+1)
i , i = 1, . . . , N .

Combining Ri(X̂) = Ri(X
(k), X̂) with (9) we compute

−Ri(X̂) := −A(k)T (X
(k+1)
i − X̂i)− (X

(k+1)
i − X̂i)A

(k)

−(X̂i −X(k)
i )Si(X̂i −X(k)

i )−
∑

j 6=iX
(k)
j SijX

(k)
j

−
∑

j 6=i [(X̂j −X(k)
j )Sj X̂i + X̂i Sj(X̂j −X(k)

j )] +
∑

j 6=i X̂j Sij X̂j ,

and thus
−A(k)T (X

(k+1)
i − X̂i)− (X

(k+1)
i − X̂i)A

(k)

:= −Ri(X̂) + (X̂i −X(k)
i )Si(X̂i −X(k)

i )

+
∑

j 6=i [X
(k)
j SijX

(k)
j − X̂j Sij X̂j ± X̂j Sij X

(k)
j ]

+
∑

j 6=i [(X̂j −X(k)
j )Sj X̂i + X̂i Sj(X̂j −X(k)

j )]
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Moreover,

−A(k)T (X
(k+1)
i − X̂i)− (X

(k+1)
i − X̂i)A

(k)

:= −Ri(X̂) + (X̂i −X(k)
i )Si(X̂i −X(k)

i )

−
∑

j 6=i [(X̂j −X(k)
j )Sij X

(k)
j + X̂j Sij (X̂j −X(k)

j )]

+
∑

j 6=i [(X̂j −X(k)
j )Sj X̂i + X̂i Sj(X̂j −X(k)

j )] .

Now let us analyze the last set of matrix equations. The matrix −A(k) is a nonsingular

M-matrix. The right-hand side of each equation is nonpositive. Thus X
(k+1)
i − X̂i < 0 , i =

1, . . . , N and X̂ < X(k+1).
For proving X(k+1) < X(k) we combine Ri(X

(s)) with iteration (9). We infer

−Ri(X
(k)) = −AX(k)

T (X
(k+1)
i −X(k)

i )− (X
(k+1)
i −X(k)

i )AX(k) .

Since Ri(X
(k)) is a nonpositive matrix and −A(k) is a nonsingular M-matrix we obtain

X
(k)
i − X(k+1)

i 4 0, i = 1, 2. Thus X(k+1) < X(k). Hence, the induction process has been
completed.

Thus the matrix sequences {X(k)
1 , . . . , X

(k)
N }∞k=0 are monotonically increasing and bounded

above by (X̂1, . . . , X̂N ) (in the elementwise ordering). We denote limk→∞(X
(k)
1 , . . . , X

(k)
N ) =

(X̃1, . . . , X̃N ). By taking the limits in (9) it follows that (X̃1, . . . , X̃N ) is a solution of
Ri(X) = 0, i = 1, . . . , N with the property (X̃1, . . . , X̃N ) 4 (X̂1, . . . , X̂N ) and (−Ã) is an
M-matrix and therefore Ã is asymptotically stable.

In order to improve the Lyapunov method (9)-(10) we change Q̂
(k)
i , i = 2, . . . , N as

follows
˜̂
Q

(k)

i = Qi +X
(k)
i SiX

(k)
i +

∑
j<iX

(k+1)
j SijX

(k+1)
j

+
∑

j>iX
(k)
j SijX

(k)
j , i = 1, . . . , N .

(13)

The convergence properties of the accelerated Lyapunov iteration (9)-(13) are estab-
lished in the following theorem:

Theorem 8 Assume there exist symmetric nonnegative matrices X̂1, . . . , X̂N and X
(0)
1 =

. . . = X
(0)
N = 0 and a number i0 , 1 ≤ i0 ≤ N such that Ri0(X̂1, . . . , X̂N ) � 0. Then, the

matrix sequences {X(k)
1 , . . . , X

(k)
N }∞k=0 defined by (9)-(13) satisfies:

(i) X̂i < X
(k+1)
i < X

(k)
i and Ri(X

(k)
1 , . . . , X

(k)
N ) 4 0 for i = 1, . . . , N , k = 0, 1, . . .;

(ii) The matrix −A(k) is an M-matrix for k = 0, 1, . . .;

(iii) The matrix sequences {X(k)
1 , . . . , X

(k)
N }∞k=0 converge to the nonpositive solution

X̃1, . . . , X̃N to the set of Riccati equations (3) with X̃i 4 X̂i and the matrix Ã is asympto-
tically stable.

Proof: The theorem is proved following the proof of Theorem 7.
Note that the accelerated Lyapunov method preserves the convergence properties of the

Lyapunov method (9)-(10).



iMAJOR, vol. 1, 2016 9

Table 1: Example 1. Results from 100 runs for each value of n.

NI: (4) ANI: (7)-(8) LI: (9)-(10) ALI: (9)-(13)

n It avIt CPU It avItL CPU It avIt CPU It avIt CPU

10 5 5 2.0s 12 10.4 0.92s 12 10.4 1.0s 11 4.1 0.8s
11 5 5 3.0s 13 10.6 1.1s 13 10.6 1.0s 11 9.4 0.9s
12 5 5 4.3s 14 10.8 1.3s 14 10.8 0.9s 12 9.6 1.0s
13 5 5 6.0s 14 11.1 1.3s 14 11.1 1.2s 12 10.0 1.1s
14 5 5 8.8s 14 11.5 1.4s 14 11.4 1.2s 13 10.2 1.1s
15 5 5 14.4s 15 11.7 1.7s 15 11.7 1.6s 13 10.5 1.4s

3 Numerical experiments

We carry out some numerical experiments for computing the stabilizing solution to the set
of generalized Riccati equations (3). The Newton iteration (4), the accelerated Newton
iteration (ANI) (7)-(8), and Lyapunov iteration (LI) (9)-(10) and accelerated Lyapunov
iteration (ALI) (9)-(13) are applied and compared on some examples.

Example 1. We consider a three-player game where the matrix coefficients: A,Bi, Qi

and Rij for i, j = 1, 2, 3 are the following. We define them using the Matlab description.
A=abs(randn(n,n))/10 -3*eye(n,n);
B1= zeros(n,1); B1(1,1)=5; B1(3,1)=2; B1(n,1)=4;
B2=full(abs(sprandn(n,4,0.8))/10);
B3=full(abs(sprandn(n,3,0.8))/10);
R11 = -90;
R22 = [-400 0 0 -10; 0 -100 0 0; 0 0 -200 0; -10 0 0 -400];
R33 = [-800 0 0; 0 -900 -50; 0 -50 -600];
R21 = 200;
R31 = 200;
R12 = [40 0 0 0; 0 200 0 0; 0 0 500 0;0 0 0 30];
R13= [120 0 0; 0 75 0; 0 0 140];
R23= [220 0 0; 0 180 0; 0 0 190];
R32 = [100 0 0 0; 0 250 0 0; 0 0 240 0;0 0 0 300];
Q1=4.5*eye(n,n); Q1(1,n)=sqrt(n/2); Q1(n,1)=sqrt(n/2);
Q2=3.75*eye(n,n); Q2(1,n)=4.5; Q2(n,1)=4.5;
Q3=2.85*eye(n,n); Q3(1,n)=1/sqrt(n/2); Q3(n,1)=1/sqrt(n/2);
Example 2. The matrix coefficients are:
B1=full(abs(sprandn(n,4,0.7))/10);
B2=full(abs(sprandn(n,3,0.7))/10);
B3=full(abs(sprandn(n,3,0.8))/10);,
R11 = [-400 0 0 -40; 0 -150 0 0; 0 0 -300 0; -40 0 0 -300];
R22 = [-90 0 0; 0 -120 -5; 0 -5 -120];
R33 = [-800 0 0; 0 -900 -50; 0 -50 -600];
R21 = [100 88 0 99; 88 250 190 0; 0 190 240 130; 99 0 130 300];
R31 = 200;
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Table 2: Example 2. Test 1. Results from 100 runs for each value of n.

NI: (4) ANI: (7)-(8) LI: (9)-(10) ALI: (9)-(13)

n It avIt CPU It avItL CPU It avIt CPU It avIt CPU

10 4 3.9 2.8s 13 9.2 1.5s 12 9.1 1.3s 11 8.0 1.1s
11 4 4 4.4s 13 9.7 1.7s 13 9.6 1.6s 11 8.5 1.2s
12 4 4 5.6s 15 10.6 1.8s 15 10.5 1.7s 13 9.1 1.4s
13 5 4 8.4s 17 11.4 2.4s 17 11.3 2.0s 14 9.8 1.8s
14 5 4 11.7s 18 12.6 2.6s 18 12.5 2.4s 15 10.6 2.1s
15 5 4 17.4s 24 14.9 3.5s 24 14.7 3.0s 18 12.1 2.5s
16 5 4.5 18.0s 30 18.1 2.7s 30 18.0 2.3s 22 14.5 1.9s

Figure 1: Comparison for CPU time

R12 = [220 190 190; 190 180 22; 190 22 190];
R13 = [120 0 0; 0 75 0; 0 0 140];
R23 = [220 0 0; 0 180 0; 0 0 190];
R32 = [100 0 0; 0 250 0; 0 0 240];
Q1=4.5*eye(n,n); Q1(1,n)=sqrt(n/2); Q1(n,1)=sqrt(n/2);
Q2=3.75*eye(n,n); Q2(1,n)=4.5; Q2(n,1)=4.5;
Q3=2.85*eye(n,n); Q3(1,n)=1/sqrt(n/2); Q3(n,1)=1/sqrt(n/2);
Test 1: A=(abs(rand(n,n))/2-6*eye(n,n))/10;
On the basis of the experiments, performed for n = 15, the following conclusions might

be outlined. The Newton iteration (4) requires 4 iteration steps (see Table 2) while finding
the stabilizing nonnegative and positive definite solution X̃N . Yet, the average number of
iteration steps is 14.9 and they executed from the accelerated Newton method (7) so as
to find the stabilizing nonnegative and positive definite solution X̃ANI . The CPU time is
1.4s and 0.5s for executing the Newton and the accelerated Newton iteration respectively
for 100 runs. Moreover, the results for Lyapunov type methods are: the average number of
iteration steps are 14.7 and 12.1, and CPU time is 3s and 2.5s for executing the Lyapunov
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Figure 2: Comparison for CPU time

method and the accelerated Lyapunov method, respectively for 100 runs.

4 Conclusion

We have studied four iterative processes for finding the stabilizing solution to a set of gen-
eralized Riccati equations (3). The convergence properties of the Lyapunov type methods
to compute a stabilizing solution to (3) are derived. Numerical experiments are carried out
and the obtained results are used for comparison purposes. Thus, the following conclusions
might be outlined. On one hand, the effectiveness of the proposed new iterative methods
(9)-(10) and (9)-(13) is confirmed. On the other hand the Lyapunov type methods, based
on the solution the Lyapunov equations at each iteration step, is found to be faster than
the Newton iterations.
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